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57 ABSTRACT

A multimode invariant processor is provided Lo simulta-
neously classify one or more patierns in multidimensional or
in two dimensional “real world” images. The classification
is invariant to a translation, a change in scale size and a
rotation of a whole or partially hidden photonic image. The
multimode invariant image processor comprises a retina
portion, a nonlincar processing portion, a CONVETgence pro-
cessing portion and a classifier portion. The retina portion
processes the photonic image to obtain an image data array
of pixels and further process the array of pixels through a
window difference network to obtain gradients of the image
data. The neural directors of the nonlincar processing por-
tion receive the gradients and gencrate respective feature
vectors, which may have a greater dimensionality than the
gradient information, to aid in discrimination between simi-
lar patterns in the image data. The convergence portion
processes the feature information to generale a convergence
of common fealure information representing at lcast one
image featurc in the image data. The classifier poriion
receives the common feature information and generates in
response feature classification information indicating the
likelihood that selected features are present in the image.

12 Claims, 6 Drawing Sheets
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